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ABSTRACT

The capacitated clustering problem (CCP) has been studied in a wide range of applications. In this study, we investigate a challenging CCP in computational biology, namely, sibling reconstruction problem (SRP). The goal of SRP is to establish the sibling relationship (i.e., groups of siblings) of a population from genetic data. The SRP has gained more and more interests from computational biologists over the past decade as it is an important and necessary keystone for studies in genetic and population biology. The SRP is to partition individuals into sibling groups while each sibling group is subject to genetic constraints derived from Mendel’s laws. We develop a new randomized greedy optimization algorithm to effectively and efficiently solve this SRP. The algorithm consists of two key phases: construction and enhancement. In the construction phase, a greedy approach with randomized perturbation is applied to construct multiple sibling groups iteratively. In the enhancement phase, a two-stage local search with a memory function is used to improve the solution quality with respect to the similarity measure. We demonstrate the effectiveness of the proposed algorithm using real biological data sets and compare it with state-of-the-art approaches in the literature. We also test it on larger simulated data sets. The experimental results show that the proposed algorithm provide the best reconstruction solutions.

© 2011 Elsevier Ltd. All rights reserved.

1. Introduction

The capacitated clustering problem (CCP) has been one of the most challenging problems in clustering research. Several variants of CCP have been studied in the literature including a capacitated centered clustering problem (CCCP) as well as a capacitated p-median problem (CPMP). The CCP can be formally defined as follows. Given a set of data points with associated weights (or features), the CCP is to partition the data points into clusters such that the total weight of data points in each cluster does not exceed the capacity limit of the cluster. In general, the objective of CCP is to maximize the homogeneity (similarity) of the data points in each cluster or to maximize the separation (dissimilarity) among different clusters [1]. Although clustering techniques have been the essential tools to solve many practical problems, previous studies on the CCP are mostly applied to facility location problems and they often focus on the development of solution algorithms. In this study, we consider an application of the CCP in computational biology to solve the sibling reconstruction problem (SRP). The SRP is an important problem in genetics and population biology [2]. The knowledge of sibling relationships allows biologists to understand the fundamental biological phenomena including mating systems, ecological behaviors and evolutions, social organizations, etc. The SRP can be formally defined as follows. Given a population (or set) of individuals (or data points) with associated genetic features (or weights), the SRP is to partition individuals into sibling groups (or clusters) such that the combination of features in each sibling group does not violate the genetic constraints of sibling group (i.e., Mendel’s laws). The common objective of SRP is to maximize the similarity degrees of individuals in sibling groups and to minimize the number of sibling groups in the population. The genetic constraints of the sibling group make the SRP far more complicated than a standard CCP. The capacity constraint in the CCP only incorporates the total weight of data points in each
cluster, which is usually one-dimensional. On the other hand, the genetic constraints of SRP are derived from the combinatorial concept of Mendel’s laws, which consider multiple pairwise genetic features of individuals. In addition, the actual number of sibling groups is not known a priori, and overlapping sibling groups are commonly seen in natural populations because wild animals are not always monogamous. In other words, an individual can be assigned to more than one sibling group simultaneously if the genetic constraints are satisfied.

To solve the SRP, most studies employ statistical likelihood techniques from genetic data [3–9], while heuristic approaches are developed to integrate statistical likelihood such as graph-based approaches [10–12], simulated annealing [13], etc. More recently, there has been an increasing degree of interest to apply combinatorial concepts to the SRP. A new optimization model with complex combinatorial constraints derived from Mendel’s laws and its computational algorithms have been proposed [14–17]. The model is formulated in the format of a set covering problem (SCP), which is to find a minimum set of sibling groups subject to the combinatorial constraints. Note that, in those studies, only the combinatorial constraints and the concept of parsimony, which is to minimize the number of sibling groups, were considered in the model. More importantly, statistical similarity measure from genetic features of individuals can provide direct information to benefit the sibling relationships, while the combinatorial constraints give the robustness of reconstructing sibling groups.

In this study, we propose a new heuristic optimization algorithm, which has similar concept to a greedy randomized adaptive search procedure (GRASP) [18] that integrates the combinatorial constraints and the concept of parsimony with a statistical similarity measure. The proposed framework involves the following phases: the construction of clusters and the enhancement of quality of clusters. In the first phase, an efficient greedy approach, proposed by Chaovilaiwongse et al. [17], is employed repeatedly to construct a number of different possible partitions of (disjoint) sibling groups by introducing a randomized perturbation. Subsequently, among all possible partitions of sibling groups, a set covering problem (SCP) is solved to select the minimum set of sibling groups to cover the population. In the second phase, we propose a new two-stage local search with a memory function to improve the quality of sibling reconstruction based on the similarity of individuals in the sibling groups. Finally, a SCP is solved again to find the minimum number of sibling groups.

The remainder of this paper is organized as follows. In Section 2, we present the CCP and the sibling reconstruction problem with basic genetic terminologies and a mathematical representation of genetic data. The capacitated clustering formulation for the SRP is presented in detail in Section 3. The mathematical programming model with the combinatorial constraints of Mendel’s laws is formulated to integrate the statistical similarity measure of genetic data. In Section 4, we elaborate the proposed framework designed to solve the SRP. In Section 5, we demonstrate computational experiments using real biological data sets and simulated data sets, and show the effectiveness by comparing the proposed approach to the existing methods. Finally, this paper is concluded in Section 6.

2. Background

2.1. Capacitated clustering problem

The mathematical model of the CCP was first proposed by Mulvey and Beck [19] and its variants were used to study several practical problems in diverse applications. Here we consider one of the most common variants of CCP. Given a set of data points \( i \in I \) with associated positive weights \( p_i \) and resources \( c_i \), and a set of edges \( (i,j) \in E \) with associated positive weights (e.g., similarities) \( w_{ij} \), let \( i \neq j \). Assume that there is a set of clusters \( j \in J \) used to cover (represent) all data points. Let \( p \) be a predefined number of clusters. There is a resource limitation \( W_j \) on each cluster \( j \). The objective of CCP is to find a set of clusters with the maximum weight (or similarity) per cluster subject to a resource capacity.

Define \( x_{ij} \) and \( z_j \) as binary variables, where \( x_{ij} = 1 \) if data point \( i \) is assigned to cluster \( j \), and \( x_{ij} = 0 \) otherwise; \( z_j = 1 \) if cluster \( j \) is selected, and \( z_j = 0 \) otherwise. The formulation of CCP is given in Eqs. (1)-(7). The objective in Eq. (1) is to maximize the total weight of all selected clusters. The constraint set in Eq. (2) calculates the total weight of data points assigned to cluster \( j \). The constraint set in Eq. (3) ensures that every data point is assigned to one cluster, while the constraint set in Eq. (4) guarantees that a cluster must be selected if there is any data point assigned to it. The constraint set in Eq. (5) ensures that only \( p \) clusters are selected. The constraint set in Eq. (6) is a knapsack constraint ensuring that the total resource of data points assigned to a cluster does not violate its capacity:

\[
\text{CCP: } \max \sum_{i \in I} \sum_{j \in J} W_j z_j,
\]

\[
\text{s.t. } W_j = \sum_i p_i x_{ij} + \sum_{(i,j) \in E} w_{ij} x_{ij} \quad \forall j \in J,
\]

\[
\sum_{i \in I} x_{ij} = 1 \quad \forall j \in J,
\]

\[
x_{ij} \leq z_j \quad \forall i \in I, \quad j \in J,
\]

\[
\sum_{j \in J} z_j = p,
\]

\[
\sum_{i \in I} c_i x_{ij} \leq C_j \quad \forall j \in J,
\]

\[
x_{ij}, z_j \in \{0, 1\}.
\]

In the literature, exact solution methods have been proposed to solve different versions of CCP. Mehrotra and Trick [20] used a column generation with a specialized branching technique and solved a maximum weighted cluster problem (MWCP) in the subproblem. Baldacci et al. [21] presented a new exact algorithm by modeling the capacity location problem as a set partitioning problem with cluster-feasibility constraints. Lorena and Senne [22] proposed an approach that integrates the column generation and Lagrangean/surrogate relaxation techniques to solve capacitated \( p \)-median problems. More recently, Ceselli et al. [23] proposed a computational framework based on column generation and branch-and-price approaches to solve the capacitated network problems. Due to the computational complexity of real-life CCPs, a large number of heuristic approaches have been developed. Those include classical sub-gradient heuristics [19,24], simulated annealing and tabu search [25,26], bionic approach [27], cluster search [28], GRASP-based algorithms [29,30], and other heuristics [31–34].

2.2. Sibling reconstruction problem (SRP)

In genetics and population biology, as more and more genetic markers become available for a wider range of species, biological researchers have attempted to better characterize evolutionary, ecological, population, and demographic parameters. With the
knowledge of sibling relationships from genetic markers such as microsatellites, population biologists will be able to better understand the nature and organism behaviors such as the number of reproducing adults, their fecundity, and the average size of litters. For endangered species, this knowledge is important for conservation and management strategies. The sibling reconstruction problem can be defined as a problem of identifying sibling relationships from genotypic data where the organisms are sampled and genotyped without information about their parents.

There are several genetic markers used in population genetics, and microsatellites are the one most widely used for sibling reconstruction. Microsatellites are neutral and co-dominantly inherited, and allow the direct inference of genotypes at each locus (i.e., a site in the chromosome). Fig. 1 displays an example. In this study, we restrict to diploid individuals, which are organisms that have a pair of alleles at each locus of a chromosome pair. Genotypes are composed of alleles, which are distinct length variants of microsatellites. A locus is a site which the allele occupies on the chromosome. In an individual, homozygous (respectively, heterozygous) allele(s) represents a pair of identical (respectively, different) alleles at a particular locus.

Chaovalitwongse et al. [17] proposed a multi-dimensional data structure to represent microsatellites mathematically. A multi-dimensional matrix is defined as \( d_{ik} \in \{0,1,2\} \), where \( i \in I \) is a set of individuals; \( l \in L \) is a set of loci; and \( k \in K \) is a set of alleles. This matrix reveals the indication of distinct alleles \( d_{ik} = 1 \) at a locus as well as homozygous alleles \( d_{ik} = 2 \). We show the representation in Fig. 2. For example, \( d_{45} = 1 \) indicates that shrimp 4 has a distinct allele 5 while \( d_{22} = 2 \) indicates that shrimp 2 has homozygous alleles 12.

When familial (parental) information is not known, genetic markers become a direct reference for identifying sibling groups. The sibling relationships are often inferred by using the statistical likelihood from the knowledge of genetic typical allele distribution and frequency. In the literature, statistical methods for SRP are categorized into pairwise and group approaches. The pairwise approaches infer the relationship of a pair of two individuals based on the genotypes. The group approaches take into account all individual simultaneously in the group partitions. To solve the SRP with the statistical likelihood concept, several methods have been proposed in the literature. Painter [3] proposed a Bayesian approach to estimated sibling relationships in a generation and explore its feasibility. The technique proposed by Almudevar and Field [10] is based on the exclusion principle to evaluate the set of feasible sibling groups. Smith et al. [4] used Markov chain Monte Carlo (MCMC) algorithms to find a partition of sibling groups using pairwise likelihood ratios. Subsequently, Thomas and Hill [5] applied the MCMC technique to reconstruct the nested structure of full-sibling within half-sibling relationships. Butler et al. [6] compared existing methods [3–5,10,35] with a new Simpson algorithm, and compared performances in terms of accuracy, efficiency, and robustness. They have computational limitations on large-scale data. Konovalov et al. [8] developed an efficient computer program called KINGROUP using the likelihood formulas proposed by Queller and Goodnight [36] and subsequently presented a modified version of Simpson algorithm [37].

Mendel’s laws (also called Mendelian inheritance laws) [38,39] have also played an important role in using the combinatorial concept to solve the SRP. An offspring inherits one allele from each of its parents (either father or mother) at each locus and the inheritance pattern of one trait co-dominated by a pair of alleles is independent of another one. There are two main combinatorial principles. Thus, for any offspring, one of its allele pair only has at most two possibilities from parents and there are at most four alleles appearing possibly at each locus [15,17]. These combinatorial rules on genetic patterns provide the robustness of the sibling reconstruction. Recently, a few studies in the literature proposed the use of combinatorial concept to solve the SRP [11,12]. Almudevar [13] developed a simulated annealing approach to solve the combinatorial version of SRP. Our group proposed a series of optimization algorithms based on the combinatorial constraints from Mendel’s laws [14–16]. Our approaches enumerated all possible sibling groups by following Mendel’s laws and solved a set covering problem to find a minimum set of representative sibling groups, which is based on the parsimony assumption when the actually number of sibling groups is not known a priori. Most recently, Chaovalitwongse et al. [17] proposed an iterative heuristic approach, IMCS, to solve a new optimization model (2AOM) with the combinatorial constraints to find a partition of maximal sibling groups.

3. Capacitated clustering model for sibling reconstruction problem

3.1. Capacitated clustering model

We formulate the SRP as a CCP by using the statistical likelihood measure as the objective function subject to the Mendelian combinatorial constraints. We note that this is the first mathematical model that integrates both statistical and combinatorial concepts to reconstruct the sibling relationship. We shall mathematically define our integrated problem as follows.

Given a set of individuals \( i \in I \) with associated weights \( p_i \) and a set of edges \( (i,j) \in E \) with associated similarity measures \( w_{ij} \) over all loci \( l \in L \), where \( i \neq j \). Assume that there is a set of sibling groups \( j \in J \) to represent the relationship of the given population. Because there is no prior parental information, the number of sibling groups is not known and will have to be determined by the

<table>
<thead>
<tr>
<th>Individual</th>
<th>Locus 1</th>
<th>Locus 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shrimp 1</td>
<td>1/2</td>
<td>11/13</td>
</tr>
<tr>
<td>Shrimp 2</td>
<td>2/3</td>
<td>12/12</td>
</tr>
<tr>
<td>Shrimp 3</td>
<td>3/3</td>
<td>11/12</td>
</tr>
<tr>
<td>Shrimp 4</td>
<td>4/5</td>
<td>11/14</td>
</tr>
<tr>
<td>Shrimp 5</td>
<td>6/7</td>
<td>14/16</td>
</tr>
<tr>
<td>Shrimp 6</td>
<td>4/7</td>
<td>17/17</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Allele</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shrimp 1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Shrimp 2</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Shrimp 3</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Shrimp 4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Shrimp 5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Shrimp 6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Locus 2</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>16</th>
<th>17</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shrimp 1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Shrimp 2</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Shrimp 3</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Shrimp 4</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Shrimp 5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Shrimp 6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
</tbody>
</table>
model. Next we define the following decision variables.

- \( z_i \in [0,1] \): indicates if there is individual(s) assigned to be a member of sibling group \( J \);
- \( x_{ij} \in [0,1] \): indicates if individual \( i \) is assigned to be a member of sibling group \( J \);
- \( y_{jk} \in [0,1,2] \): indicates if any member in sibling group \( J \) has distinct \( (y_{jk} = 1) \) or homozygous \( (y_{jk} = 2) \) allele(s) \( k \) at locus \( l \);
- \( v_{jk} \in \{0\} \): indicates if allele \( k \) appears with allele \( k' \) in sibling group \( J \) at locus \( l \).

### 3.1.1. Statistical similarity measure as objective function

The general objective here is to reconstruct a set of sibling groups such that the total similarity degree and weight of individuals assigned to the selected sibling groups are maximized. The objective function is given by

\[
\text{max} \sum_{J \subseteq L} W_J z_J,
\]

where \( W_J \) is the sum of weight and similarity score for a sibling group \( J \), which can be calculated by

\[
W_J = \sum_{i \in L} \pi_i x_{ij} + \left( \sum_{i \in L} w_i \right) x_{ij} \quad \forall j \in J.
\]

The above equation takes into account not only the weights of individuals assigned to the sibling group \( J \) but also the pairwise similarity measures over all loci. The weight of each individual can be estimated from the prior information; however, in our case all individuals are equally weighted because of the small sample size.

To calculate the pairwise similarity score, we apply a simple pairwise approach to score the similarity based on genetic features at loci between a pair of individuals. The pairwise score can be calculated by

\[
w_{ij} = \begin{cases} 
1 & \text{if } \sum_{k \in J} |d_{ij}^k - d_{ij}^l| = 0; \\
0.5 & \text{if } \sum_{k \in J} |d_{ij}^k - d_{ij}^l| = 2; \\
0 & \text{if } \sum_{k \in J} |d_{ij}^k - d_{ij}^l| = 4.
\end{cases}
\]

The sum of similarity score \( \sum_{J \subseteq L} W_J \) over all loci represents the degree of similarity for a pair of individuals \( i \) and \( j \). The higher the degree, the more similar two individuals are.

#### 3.1.2. Capacity constraints: combinatorial rules from Mendel's laws

The capacity constraints of SRP are more complex than those of simple CCPs because the capacity constraints are multi-dimensional. That is, each capacity constraint must be satisfied for individual independent locus of a sibling group.

In Berger-Wolf et al. [15], the 4-allele and 2-allele properties were first proposed based on Mendel's laws. Chaovalitwongse et al. [17] augmented 2-allele property with a tighter constraint. For mathematical representation, we formulate combinatorial constraints from the modified 2-allele property by employing an indication matrix, \( d_{ik}^l \in \{0,1,2\} \). From the first rule of Mendel's laws, the combinatorial constraints are given in Eqs. (11) and (12). Eq. (11) ensures that the integer variable \( y_{jk} \) for distinct or homozygous indication must be activated for the existence of distinct or homozygous allele(s) \( k \) at locus \( l \) in sibling group \( J \). Eq. (12) ensures that the number of distinct allele and the number of homozygous alleles is less than or equal to four:

\[
d_{ik}^l x_{ij} \leq y_{jk} \quad \forall j \in J, \ k \in K, \ l \in L,
\]

\[
\sum_{k \in K} y_{jk} \leq 4 \quad \forall j \in J, \ l \in L.
\]

From the second rule of Mendel's laws, the combinatorial constraints are given in Eqs. (13) and (14). Eq. (13) restricts that the binary variable for allele pair indication \( v_{jk} \) must be activated for any assignment of individual \( i \) to sibling group \( J \). Eq. (14) ensures that every allele in the group does not appear with more than two other alleles (excluding itself). A big \( M \) number is defined by \( M = |J| + 1 \):

\[
\sum_{i \in J} d_{ik}^l x_{ij} \leq M v_{jk} \quad \forall j \in J, \ k \in K, \ k' \in K \setminus k, \ l \in L,
\]

\[
\sum_{k \in K} v_{jk} \leq 2 \quad \forall j \in J, \ k \in K, \ l \in L.
\]

For the rest of the paper, a so-called "feasible sibling group (or cluster)" is a set of individuals that satisfies the capacity constraints in Eqs. (11)–(14) at every locus.

#### 3.1.3. Covering constraints

For certain species in natural populations that do not have a monogamous mating system, the overlapping situation where any individual can be assigned to more than one sibling groups are commonly seen. We therefore consider the covering constraint set instead of the partitioning constraint set in Eqs. (4) and (5). The covering constraint sets are given by

\[
\sum_{j \in J} x_{ij} \geq 1 \quad \forall j \in J,
\]

\[
x_{ij} \leq z_j \quad \forall i \in l, \ j \in J.
\]

Eq. (15) ensures that every individual is assigned to at least one sibling group. Eq. (16) ensures that the binary sibling group variable must be activated for the assignment of any individual \( i \) to sibling group \( j \).

It is noted that because the actual number of sibling groups is not known in general, in this study, we therefore employ the parsimony assumption to find the minimum number of sibling groups instead of using the constraint set in Eq. (5). For this purpose, sibling group selection can be formulated as a set covering problem (SCP) that incorporates the covering constraints.

#### 3.2. Preliminaries of solving CCP for SRP

According to the formulation in the previous subsection, the CCP for SRP can be considered as a complete optimization model (CCP-SRP) shown in Eqs. (17)–(22). The objective of CCP-SRP in Eq. (17) integrates the minimization of sibling groups and the maximization of similarity degrees of individuals in the same sibling groups, where a balancing parameter \( \theta \) is introduced between the two terms. The constraint sets in Eqs. (18)–(22) follow the same definitions described in the previous section:

\[
\text{CCP} \quad \text{SRP} \quad \text{max} \quad \sum_{J \subseteq L} (\theta W_J - 1) z_J,
\]

s.t.

\[
W_J = \sum_{i \in L} \pi_i x_{ij} + \left( \sum_{i \in L} w_i \right) x_{ij} \quad \forall j \in J.
\]

\[
\sum_{i \in J} x_{ij} \geq 1 \quad \forall j \in J.
\]

\[
x_{ij} \leq z_j \quad \forall i \in l, \ j \in J.
\]

\[
da_{ik}^l x_{ij} \leq y_{jk} \quad \forall j \in J, \ k \in K, \ l \in L.
\]

\[
\sum_{k \in K} y_{jk} \leq 4 \quad \forall j \in J, \ l \in L.
\]

\[
\sum_{i \in J} d_{ik}^l x_{ij} \leq M v_{jk} \quad \forall j \in J, \ k \in K, \ k' \in K \setminus k, \ l \in L.
\]

For the rest of the paper, a so-called "feasible sibling group (or cluster)" is a set of individuals that satisfies the capacity constraints in Eqs. (11)–(14) at every locus.
The CCP-SRP is a mixed-integer nonlinear programming (MINLP) problem, which is viewed as a generalization of 2AOM. To solve the CCP-SRP, there are issues encountered such as highly computational complexity and the calibration of the parameter $\theta$. First, let us look back on the optimization model 2AOM by Chaovalitwongse et al. [17], which is to find a minimum number of sibling groups subject to capacity constraints and without the integration of statistical similarity measure. The 2AOM has been proved to be an NP-hard problem with a large number of discrete variables and constraints. According to our computational experiments, we failed to find a feasible solution to 2AOM in CPLEX after 20 h of run. Consequently, it is not easy to calibrate the balancing parameter at a precise level, which plays a role in solving the SCP-SRP, when the value of similarity varies with assignments of individuals into different sibling groups. These observations and experiences have motivated us to develop an efficient heuristic method to solve this problem. In the next section, we thus propose a new greedy optimization heuristic to solve the decomposed CCP-SRP model in two phases.

4. Randomized greedy optimization algorithm

In this study, we develop a new randomized greedy optimization algorithm (RGOA) to solve the CCP of SRP. The underlying concept behind the RGOA is motivated by the Greedy Randomized Adaptive Search Procedure (GRASP) [18]. The RGOA is divided into two phases: construction and enhancement phases. Recall that the objective of CCP in Eq. (8) and its total weight in Eq. (9) contains two terms, the individual weight and the pairwise similarity, to be maximized. The individual weight of sibling group assignment is maximized in the construction phase while the pairwise similarity is maximized in the enhancement phase.

The flowchart of our RGOA is shown in Fig. 3 and the associated pseudo-code is presented in Algorithm 1. In the construction phase, we modify an efficient approach, called IMCS, for the SRP [17] by introducing a randomized perturbation on the individual weight. The function of randomized perturbation is added into IMCS to construct diverse, yet high-quality feasible, partitions of (disjoint) sibling groups. A number of diverse partitions of sibling groups are accumulated over a number of iterations in the construction phase, where a parameter $max_t$ is predetermined for limiting the maximum number of iterations. Subsequently, we perform cluster selection by solving a SCP to find the minimum set of sibling groups, which will be an initial solution for the next phase. In the enhancement phase, we propose a new local search with a memory function in two scales, cluster-based and individual-based neighborhoods, to improve the solution quality with respect to the pairwise similarity degree. In order to explore more high-quality solutions, we implement the RGOA procedure repeatedly to obtained a number of (high-quality) elite sets of sibling groups, where a parameter $max_r$ is predetermined for limiting the maximum number of replications. Finally, among all (elite) solutions, the cluster selection is again performed by solving a SCP to obtain the final minimum set of sibling groups.

Algorithm 1. Randomized greedy optimization algorithm

1. Input: a set of individuals with genetic data
2. Output: a minimum set of sibling groups
3. 
4. procedure RANDOMIZED_GREEDY_OPTIMIZATION_ALGORITHM(input)
5. repeat
6. initialization: solution ← apply IMCS
7. repeat

Fig. 3. Flow diagram of randomized greedy optimization algorithm. Construction phase is to construct a set of sibling groups with the randomized perturbations. Enhancement phase is to employ the two-stage local search to improve the solution quality. Cluster selection is to solve a set covering problem (SCP) to obtain the minimum set of sibling groups. A solution is defined as a set of sibling groups (clusters).
The optimization model of IMCSP is given by Eqs. (26) and (27) are based on the first rule of Mendel’s laws, which is to ensure that the sum of the total number of distinct alleles and the number of homozygous alleles are less than or equal to four. The constraint sets in Eqs. (28) and (29) are based on the second rule of Mendel’s laws, which is to ensure that each and every allele does not appear with more than two other alleles, except itself, in each locus. The procedure of IMCSP approach is shown in Algorithm 2, which is to solve the IMCSP model iteratively.

**Algorithm 2. IMCSP**

1. Input: a set of individuals with genetic data
2. Output: a partition of sibling groups
3. Procedure IMCSP(input)
4. initialization: generate a perturbation randomly
5. repeat
6. solution ← solve IMCSP (input)
7. solution ← Update (solution) ▷ accumulate solution
8. solution ← ClusterSelection(solution) ▷ solve a SCP
9. remove selected individuals from the input set
10. until no individual is assigned
11. return outputs
12. end procedure

In addition to the randomized weight perturbation scheme, we introduce a cut constraint to explore and further diversify alternate optimal solutions of IMCSP. This situation was discussed by Chaovalitwongse et al. [17]. The cut constraint is defined by

\[
\sum_{i \in I} x_i \leq |I| - 1, \quad (30)
\]

where \( T \subset I \) contains only the individuals assigned in the current group. The implementation of this cut constraint is described as follows. We first solve the original IMCSP model, add the cut constraint to the IMCSP to remove the current optimal solution from the feasible space, and then solve the IMCSP model with the cut constraint to obtain an alternate optimal solution. By using this cut constraint, we propose two variants other than the original IMCSP:

1. IMCSP_1: add the cut constraint to the original IMCSP in the first and second iterations;
2. IMCSP_2: add the cut constraint to the original IMCSP repeatedly in the first iteration.

### 4.1. Construction phase: finding good and feasible sibling groups

The goal of the construction phase is to construct high-quality partitions of feasible sibling groups, each maximizing the total weight of individuals assigned to it. In this paper, the greedy IMCS approach is employed and generalized by adding a new randomized weight perturbation to it. The idea behind the IMCS procedure is to iteratively construct a sibling group that covers the maximum number of individuals until no individuals are left while each group is subject to the Mendelian capacity constraints. Refer to Chaovalitwongse et al. [17] for more details. Because the IMCS uses a greedy-based optimization model that has a combinatorial objective function, it is very likely that there exist alternate or multiple optimal solutions. In other words, there may be several different groups with the same objective value. Thus, there may be several different groups with the same objective value. In addition, there may be several different groups with the same objective value. In our case, the weight is perturbed by adding a noise with a uniform distribution \([1−ε, 1+ε]\), where \(ε\) is a small positive number. The perturbed IMCS (IMCSP) can then be formulated as follows. Define the following decision variables:

- \(x_i \in \{0, 1\}\): indicates if individual \(i\) is assigned to be a member of the current sibling group;
- \(y^l_k \in \{0, 1, 2\}\): indicates if any members in the current sibling group has distinct \((y^l_k = 1)\) or homozygous \((y^l_k = 2)\) allele(s) \(k\) at locus \(l\);
- \(v_{lk} \in \{0, 1\}\): indicates if allele \(k\) appears with allele \(k'\) in the current sibling group at locus \(l\).

The optimization model of IMCSP is given by

\[
(\text{IMCSP}) \quad \max \sum_{i \in I} \pi_i x_i \quad \text{(25)}
\]

s.t. \(d_{ik} x_i \leq y^l_k \quad \forall \ i \in I, \ k \in K, \ l \in L \quad \text{(26)}\)

\[
\sum_{k \in K} d_{ik} x_i \leq 4 \quad \forall \ l \in L \quad \text{(27)}
\]

\[
\sum_{i \in I} d_{ik} x_i \leq M y^l_k \quad \forall \ k \in K, \ K' \in K, \ l \in L \quad \text{(28)}
\]

\[
\sum_{k \in K} v_{lk} \leq 2 \quad \forall \ k \in K, \ l \in L \quad \text{(29)}
\]

The objective in Eq. (25) is to maximize the total weight of individuals selected to be in the sibling group. The constraint sets in Eqs. (26) and (27) are based on the first rule of Mendel’s laws, which is to ensure that the sum of the total number of distinct alleles and the number of homozygous alleles are less than or equal to four. The constraint sets in Eqs. (28) and (29) are based on the second rule of Mendel’s laws, which is to ensure that each and every allele does not appear with more than two other alleles, except itself, in each locus. The procedure of IMCSP approach is shown in Algorithm 2, which is to solve the IMCSP model iteratively.

### 4.1.1. Cluster selection: minimum set covering problem

Cluster selection is the last step of the construction phase. The goal of cluster selection is to select the best subset of sibling groups from a pool of high-quality solution candidates generated by the IMCSP approach. It can also be used to remove redundant or dominated groups from the solution pool. Cluster selection can thus be mathematically formulated as a SCP. Define a binary assignment matrix \(d_{ij}\), which presents that individual \(i \in I\) is assigned to sibling group \(j \in S\), where \(S\) is a pool of all sibling group candidates. The SCP is given by \(\min \sum_{i \in I} \sum_{j \in S} d_{ij}: \text{s.t. } \sum_{j \in S} d_{ij} \geq 1, \forall j \in S\). The objective of SCP is to find the minimum set of sibling groups. The constraint set ensures that each individual must be covered by at least one of the sibling group candidates. Note that this SCP is relatively small, and it can be solved efficiently by any MIP solvers.
4.2. Enhancement phase: improving the solution quality

The goal in the enhancement phase is to improve the solution quality with respect to the pairwise similarity degree of individuals assigned to the same sibling groups by performing local search. Generally, a local search starts with an initial solution, explores alternative solutions in the neighborhood, makes a move to a better solution, and terminates when no better solution is found. In our case, the initial solution is given as a set of sibling groups \( j \in J \) selected in the construction phase. The associated feasible space is defined as all constructed sibling groups \( j \in S \). The effectiveness of local search thus relies on its evaluation function, initial solution, neighborhood definition, and search strategies. The evaluation function, which we want to maximize, is herein defined by the pairwise similarity degree of individuals assigned to the same sibling groups, which is the second term in Eq. (9):

\[
\sum_{j \in J} \sum_{i \in L} \left( \sum_{i \in L} W_{ij} \right) x_{nj} \quad (31)
\]

To improve the efficiency of search procedure, we employ a memory function, which is motivated by the tabu search [41,42]. The memory function is used to collect the past movements, which are associated to solutions, and to guide the search path in an improving direction. In the search path, the most recently visited solution enters the memory, and the oldest one is removed from the memory. Each solution in the memory must not be visited until it is removed from the list. This is mainly to prevent a local cyclic search where there are many similar solutions to explore. In addition, the memory length is one of the keys to affect the search efficiency. Longer memory length may guide the search path in the wrong direction, while shorter memory length may not have any effect. However, there is not a standard setting for the memory length, which really depends on the problem complexity.

We herein propose a two-stage local search in cluster-based and individual-based neighborhoods. In the cluster-based search, a cluster switch is performed when a sibling group with a higher pairwise similarity is randomly selected from other solutions to replace a sibling group with a lower similarity in the current solution. To record the cluster movement, we define the memory structure as \((j_1, j_2, \ldots, j_n)\), where \( j \) is the label of sibling group visited and \( n \) is the memory length. Subsequently after the cluster-based search, local search in the individual-based neighborhood is performed. An individual switch is performed when an individual is randomly selected from one sibling group and shifted to another sibling group, also selected randomly. Similar to the cluster-based search, the memory structure is defined as \((j_1, i_1, j_2, i_2, \ldots, j_m, i_m)\), where \( j \) and \( i \) are the labels of sibling group and individual visited, and \( m \) is the memory length. After some moves, the solution may no longer be feasible because the new individual added to the sibling group may violate the Mendelian capacity constraints. In such a case, this movement is forbidden and a new neighbor (solution) is reselected. Thus, it is necessary to check if the current movement is forbidden in every iteration. Note that, by definition of individual-based neighborhood, the feasible space is reduced from \( S \) to \( J \) and fixes on only sibling groups \( j \in J \) determined from the first stage. The local search is performed iteratively. The stopping criteria are the maximum number of search iterations for both stages and the maximum number of no-improvement consecutive iterations. The local search terminates when whichever stopping criterion is reached first.

4.3. Final cluster selection

The final step of RGOA is to perform the final cluster selection to find the minimum set of sibling groups from a number of elite sets. This step is similar to the last step of the construction phase.

5. Computational experiments

5.1. Performances on real data sets

5.1.1. Characteristics of real data sets

In this study, we show the performance of our proposed algorithm on real biological data sets. These real data sets are considered benchmark data that have widely used in the literature because the true sibling relationships (ground truth) are known. The characteristics of the data sets are summarized in Table 1. In all data sets, except the salmon data set, there are some missing values in genotypic data. The percentage of missing genotypic data in each data set is reported in the last column of Table 1. Based on preliminary analysis of allele frequency, there are violations of Mendel’s laws in the salmon and turtle data sets. This might be due to genotyping errors. The background and more detailed information of these data sets are described below.

Salmon: The Atlantic salmon *Salmo salar* data set comes from the genetic improvement program of the Atlantic Salmon Federation [43]. We use a truncated sample of microsatellite genotypes of 250 individuals from five families with four loci per individual. This data set is a subset of one of the samples of genotyped individuals used by Almudevar and Field [10].

Shrimp: The tiger shrimp *Penaeus monodon* data set [44] consists of 59 individuals from 13 families with seven loci. There are eight pairs of missing alleles.

Fly: The *Sceoptodrosophila hibisci* data set [45] consists of 190 individuals in the same generation from six families sampled at various numbers of loci with up to seven alleles per locus. All individuals shared two sampled loci which were chosen for our study. A total of 37.85% of the alleles were missing in this data set.

Ant: The *Leptothorax acervorum* data set [46] is haplodiploid species. The data set consists of 377 worker diploid ants. This data set is a subset of one of the samples used by Wang [7]. There are 9% missing alleles in the data set.

Turtle: Kemp’s ridleys sea turtle data set. *Lepidochelys kempi*, is polyandrous and sampled from 26 mothers and offspring groups at three loci [47]. There are 16.38% missing alleles in the data set.

5.1.2. Computational settings

In this study, all computational experiments were programmed in MATLAB, and all MIP models were solved using a callable GAMS library with CPLEX version 10.0 (default setting). All experiments were run on an Intel Xeon Quad Core 3.0 GHz processor workstation with 8 GB RAM memory. Execution time reported in this section were obtained from the desktop’s internal timing calculations, which include time used for preprocessing and postprocessing.

The parameter settings of algorithm implementation are as follows. Each test data instance was implemented in a 20-hour computational time limit. The maximum number of RGOA replications was set to \( max_r = 100 \). The maximum number of

<table>
<thead>
<tr>
<th>Species</th>
<th># of individuals</th>
<th># of sibling groups</th>
<th># of loci</th>
<th># of alleles per locus</th>
<th>Missing alleles (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Salmon</td>
<td>351</td>
<td>6</td>
<td>4</td>
<td>(9, 11, 9, 7)</td>
<td>0.00</td>
</tr>
<tr>
<td>Shrimp</td>
<td>59</td>
<td>13</td>
<td>7</td>
<td>(20, 18, 12, 7, 23, 9, 16)</td>
<td>2.66</td>
</tr>
<tr>
<td>Fly</td>
<td>190</td>
<td>6</td>
<td>2</td>
<td>(7, 7)</td>
<td>37.89</td>
</tr>
<tr>
<td>Ant</td>
<td>377</td>
<td>10</td>
<td>6</td>
<td>(22, 16, 15, 3, 5, 8)</td>
<td>9.00</td>
</tr>
<tr>
<td>Turtle</td>
<td>175</td>
<td>26</td>
<td>3</td>
<td>(5, 13, 10)</td>
<td>16.38</td>
</tr>
</tbody>
</table>

Table 1

Characteristics of the biological data sets.
construction iterations was set to \( \text{max}_t = 50 \) in the construction phase, where three variants of IMCSP, IMCSP_1, and IMCSP_2 were applied. In the enhancement phase, the major stopping criterion, the maximum number of search iterations, for two stages of local search were given by \( 50 \times |I| \) and \( 50 \times |I| \), respectively, and the auxiliary stopping criterion, the maximum number of no-improvement consecutive iterations, was set to 20, where \( |I| \) is the cardinality of cluster set and \(|I|\) is the cardinality of individual set.

5.1.3. Solution assessment

Although the overall similarity degree of reconstructed sibling groups is as an objective function to maximize in our approach, the ultimate objective of SRP is the accuracy of the reconstructed solutions. Specifically, the ground truth of sibling relationships of all test data sets is known. In sibling reconstruction research, reconstruction accuracy can be measured by calculating the percentage of individuals correctly assigned to resulting sibling groups in comparison to the actual sibling groups. The reconstruction accuracy can be calculated by quantifying an error measurement from the minimum partition distance [48]. Specifically, the partition distance is equivalent to the minimum distance to the total number of individuals provides a mixture of likelihood and combinatorial techniques used to enumerate all possible sibling groups satisfying the 2-allele constraints while the statistical likelihood measure is not incorporated [17]. The A&F algorithm is based on a completely combinatorial approach to exhaustively enumerate all possible sibling groups with the 2-allele constraints to generate a partition of maximal sibling groups. The IMCS approach solves a full optimization model 2AOM with the 2-allele constraints to generate a partition of maximal sibling groups. For these reasons, RGOA did not provide accurate reconstruction results on those data sets. Nevertheless, even if the true optimal solutions were obtained, the reconstruction accuracies would be poor as well. The real reason is that the objective of our optimization framework and the Mendelian constraints assume that the data are not erroneous. In fact, most genetic data are erroneous. Thus a more robust optimization framework should be further investigated. From the table, it is also observed that IMCSP_1 and IMCSP_2 with the cut constraint are more time-consuming. From the last column in Table 3, for the same amount of time limit the numbers of replications of IMCSP_1 and IMCSP_2 are obviously smaller than IMCSP because each iteration of IMCSP takes much less time than that of IMCSP_1 and IMCSP_2. From our computational experience, we conclude that the IMCSP variant without the cut constraint should be used in order to save the computational time, yet maintain a good solution quality. On the other hand, the introduction of randomized perturbation can be helpful in terms of the diversification in the case where practitioners want to explore alternate solutions.

5.1.4. Reconstruction results

As mentioned in the previous section, there are three variants of our approach in the reconstruction phase: IMCSP, IMCSP_1, and IMCSP_2, and there are two stages in the enhancement phase: cluster-based and individual-based. The average and standard deviations of the reconstruction accuracies of all three variants after each phase of the framework are reported in Table 2. It can be seen that there are no significant differences among the three variants. Overall the accuracies gradually increase from the construction phase to the enhancement phase with the exceptions of the salmon and shrimp data sets. However, for the ant data set, the local search achieved a 100% reconstruction accuracy.

Table 3 presents the best final results of reconstruction accuracies and the numbers of sibling groups from the last step of elite cluster selection. It is observed that the proposed RGOA achieved 100% reconstruction accuracy on the shrimp and ant data sets. It is interesting to note that in other data sets that RGOA did not achieve 100% accuracy either there are missing allele information (fly and turtle) or violations in Mendel’s laws (salmon and turtle). For these reasons, RGOA did not provide accurate reconstruction results on those data sets. Nevertheless, even if the true optimal solutions were obtained, the reconstruction accuracies would be poor as well. The real reason is that the objective of our optimization framework and the Mendelian constraints assume that the data are not erroneous. In fact, most genetic data are erroneous. Thus a more robust optimization framework should be further investigated. From the table, it is also observed that IMCSP_1 and IMCSP_2 with the cut constraint are more time-consuming. From the last column in Table 3, for the same amount of time limit the numbers of replications of IMCSP_1 and IMCSP_2 are obviously smaller than IMCSP because each iteration of IMCSP takes much less time than that of IMCSP_1 and IMCSP_2. From our computational experience, we conclude that the IMCSP variant without the cut constraint should be used in order to save the computational time, yet maintain a good solution quality. On the other hand, the introduction of randomized perturbation can be helpful in terms of the diversification in the case where practitioners want to explore alternate solutions.

5.1.5. Comparison with other existing methods

To illustrate that our approach is among the best sibling reconstruction methods developed thus far, we compare the solution quality of RGOA and that of other state-of-the-art methods in the literature. The methods in the literature reported here include 2AOM, IMCS, A&F, B&M, KINGROUP, and COLONY. The IMCS approach solves a full optimization model 2AOM with the 2-allele constraints to generate a partition of maximal sibling groups with the 2-allele constraints while the statistical likelihood measure is not incorporated [17]. The A&F algorithm is based on a completely combinatorial approach to exhaustively enumerate all possible sibling groups satisfying the 2-allele constraints and obtain a maximal, not necessarily optimal, collection of sibling groups [10]. The B&F algorithm is based on a mixture of likelihood and combinatorial techniques used to

### Table 2

<table>
<thead>
<tr>
<th>Species</th>
<th>Constructive strategy</th>
<th>Phase 1</th>
<th>Phase 2 cluster-based</th>
<th>Phase 2 individual-based</th>
</tr>
</thead>
<tbody>
<tr>
<td>Salmon</td>
<td>IMCSP</td>
<td>98.29 ±</td>
<td>98.29 ±</td>
<td>98.29 ±</td>
</tr>
<tr>
<td></td>
<td>IMCSP_1</td>
<td>98.01 ±</td>
<td>98.01 ±</td>
<td>98.01 ±</td>
</tr>
<tr>
<td></td>
<td>IMCSP_2</td>
<td>98.29 ±</td>
<td>98.29 ±</td>
<td>98.29 ±</td>
</tr>
<tr>
<td></td>
<td>Shrimp</td>
<td>98.73 ±</td>
<td>98.73 ±</td>
<td>98.73 ±</td>
</tr>
<tr>
<td></td>
<td>IMCSP</td>
<td>98.73 ±</td>
<td>98.73 ±</td>
<td>98.73 ±</td>
</tr>
<tr>
<td></td>
<td>IMCSP_1</td>
<td>98.73 ±</td>
<td>98.73 ±</td>
<td>98.73 ±</td>
</tr>
<tr>
<td></td>
<td>IMCSP_2</td>
<td>94.92 ±</td>
<td>94.92 ±</td>
<td>94.92 ±</td>
</tr>
<tr>
<td></td>
<td>Fly</td>
<td>52.82 ±</td>
<td>56.79 ±</td>
<td>59.59 ±</td>
</tr>
<tr>
<td></td>
<td>IMCSP</td>
<td>54.74 ±</td>
<td>56.56 ±</td>
<td>58.02 ±</td>
</tr>
<tr>
<td></td>
<td>IMCSP_1</td>
<td>53.16 ±</td>
<td>56.05 ±</td>
<td>58.36 ±</td>
</tr>
<tr>
<td></td>
<td>IMCSP_2</td>
<td>53.16 ±</td>
<td>56.05 ±</td>
<td>58.36 ±</td>
</tr>
<tr>
<td></td>
<td>Ant</td>
<td>98.81 ±</td>
<td>99.60 ±</td>
<td>100 ±</td>
</tr>
<tr>
<td></td>
<td>IMCSP</td>
<td>98.81 ±</td>
<td>99.47 ±</td>
<td>100 ±</td>
</tr>
<tr>
<td></td>
<td>IMCSP_1</td>
<td>98.81 ±</td>
<td>99.47 ±</td>
<td>100 ±</td>
</tr>
<tr>
<td></td>
<td>IMCSP_2</td>
<td>98.67 ±</td>
<td>99.47 ±</td>
<td>100 ±</td>
</tr>
<tr>
<td></td>
<td>Turtle</td>
<td>47.54 ±</td>
<td>48.57 ±</td>
<td>49.03 ±</td>
</tr>
<tr>
<td></td>
<td>IMCSP</td>
<td>46.50 ±</td>
<td>48.00 ±</td>
<td>48.43 ±</td>
</tr>
<tr>
<td></td>
<td>IMCSP_1</td>
<td>46.29 ±</td>
<td>46.29 ±</td>
<td>46.86 ±</td>
</tr>
<tr>
<td></td>
<td>IMCSP_2</td>
<td>46.29 ±</td>
<td>46.29 ±</td>
<td>46.86 ±</td>
</tr>
</tbody>
</table>

### Table 3

<table>
<thead>
<tr>
<th>Species</th>
<th>Constructing strategy</th>
<th>Actual # of sibling groups</th>
<th>Final results</th>
<th># of sibling groups</th>
<th>Accuracy (%)</th>
<th># of replications</th>
<th>Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Salmon</td>
<td>IMCSP</td>
<td>7</td>
<td>98.29 ± 6</td>
<td>72,000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>IMCSP_1</td>
<td>7</td>
<td>98.29 ± 2</td>
<td>72,000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>IMCSP_2</td>
<td>7</td>
<td>98.29 ± 1</td>
<td>72,000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Shrimp</td>
<td>IMCSP</td>
<td>13</td>
<td>100.00 ± 4</td>
<td>72,000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>IMCSP_1</td>
<td>13</td>
<td>94.92 ± 4</td>
<td>72,000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>IMCSP_2</td>
<td>13</td>
<td>94.92 ± 1</td>
<td>72,000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fly</td>
<td>IMCSP</td>
<td>6</td>
<td>58.95 ± 22</td>
<td>72,000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>IMCSP_1</td>
<td>6</td>
<td>65.79 ± 22</td>
<td>72,000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>IMCSP_2</td>
<td>6</td>
<td>63.16 ± 7</td>
<td>72,000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ant</td>
<td>IMCSP</td>
<td>10</td>
<td>100.00 ± 2</td>
<td>72,000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>IMCSP_1</td>
<td>10</td>
<td>100.00 ± 2</td>
<td>72,000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>IMCSP_2</td>
<td>10</td>
<td>100.00 ± 1</td>
<td>72,000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Turtle</td>
<td>IMCSP</td>
<td>26</td>
<td>56.57 ± 10</td>
<td>72,000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>IMCSP_1</td>
<td>26</td>
<td>51.43 ± 9</td>
<td>72,000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>IMCSP_2</td>
<td>26</td>
<td>42.86 ± 2</td>
<td>72,000</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 4
Comparison results in accuracy (%) with other state-of-the-art approaches on five different species. The best results are underlined.

<table>
<thead>
<tr>
<th>Species</th>
<th>RGOA</th>
<th>IMCS</th>
<th>2AOM</th>
<th>A&amp;F</th>
<th>B&amp;M</th>
<th>KG</th>
<th>COLONY</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shrimp</td>
<td>100.00</td>
<td>100.00</td>
<td>66.84</td>
<td>31.05</td>
<td>97.61</td>
<td>97.10</td>
<td>100.00</td>
</tr>
<tr>
<td>Fly</td>
<td>63.16</td>
<td>47.37</td>
<td>66.84</td>
<td>31.05</td>
<td>97.61</td>
<td>97.10</td>
<td>100.00</td>
</tr>
<tr>
<td>Ant</td>
<td>100.00</td>
<td>93.10</td>
<td>–</td>
<td>–</td>
<td>97.61</td>
<td>97.10</td>
<td>100.00</td>
</tr>
<tr>
<td>Turtle</td>
<td>58.57</td>
<td>40.00</td>
<td>–</td>
<td>–</td>
<td>38.18</td>
<td>39.40</td>
<td>40.00</td>
</tr>
</tbody>
</table>

* We report the best accuracy among all experiments.
* A&F ran out of 4 GB memory as it enumerates all possible sibling groups.
* There are no results available.
* No feasible solutions are obtained within 20 h time limit.

Fig. 4. Averaged accuracies of RGOA on real data sets (ant and turtle) are obtained over time shift, compared to 2AOM and IMCS approaches of Chaowalitwongse et al. [17]. Accuracy = 0 represents that no feasible solution is available by 2AOM at the time. For IMCS, all solutions are obtained within 2 h.

construct a graph with individuals as the nodes and the edges weighted by the pairwise likelihood (relatedness) ratio. The algorithm identifies potential sibling groups by finding the connected components in the graph [11]. The KINGROUP algorithm is based on the likelihood estimates of partitions of individuals into sibling groups by comparing, for every individual, the likelihood of being part of any existing sibling group with the likelihood of starting its own group [8]. The COLONY approach uses the maximum likelihood method to assign sibship and parentage jointly [7].

Reconstruction accuracies of the above-mentioned reconstruction methods and RGOA on all biological data sets are shown in Table 4. Note that the best reconstruction results of RGOA among different parameter settings are reported. The most accurate reconstruction results are underlined. In all cases, RGOA obtained the best reconstruction results and outperformed all other methods. It is worth noting that although the RGOA’s construction phase is based on the IMCS approach, randomized perturbation and local search can greatly improve the reconstruction accuracies. Specifically for the fly and turtle data sets, in which there are a lot of missing values, RGOA was able to increase the accuracies by about 15%. Both B&M and KINGROUP appear to be inaccurate on the data sets with a lot of missing values. We were not able to obtain the reconstruction results from the A&F algorithm on the salmon, ant, and turtle data sets because it ran out of memory when enumerating all possible combinations.

In Fig. 4, we show the reconstruction accuracies of RGOA with the constructing strategy IMCSP on two real data sets (ant and turtle) over the time shift, which are compared to 2AOM and IMCS. Accuracies of RGOA are averaged by the number of replications at the time of 4, 8, 12, and 16 h, and accuracies at 20 h are obtained by final cluster selection. RGOA approach can achieve as good as, or even better than accuracies IMCS approach although it takes longer computational time to obtain the reconstruction solutions. Moreover, it guarantees to have more diverse solutions so that we obtain better reconstruction accuracies on these two data sets. On the other hand, compared to 2AOM, we can always obtain good feasible solutions in a relatively short time (<20 h) for large and complex data sets.

5.2. Performances on simulated data sets

To show the performance of our approach on larger complex data sets, we apply a random population generator [17] to generate larger simulated data sets when the real data sets at hand are relatively small-size, even the largest available in the literature. Essentially, the mechanism of the random population generator is to construct a group of parents with the full genetic information such that a single generation of true sibling groups is known a priori. The generation process is as follows with parameters required: $M/F$ is the number of male/female adults, $l$ is the number of sampled loci, $a$ is the number alleles per locus, $j$ is the number of juveniles in the population per one adult female, and $o$ is the number of maximum number of offsprings per parent couple.

Step 1: First, we generated the parent population of $M$ males and $F$ females with parents with $l$ loci, each having a distinct alleles per locus.

Step 2: After the parents were generated, we created a population of their offsprings by randomly selecting $j$ pairs of parents. A male and a female were chosen independently and uniformly at random from the parent population.

Step 3: For each of the chosen parent pairs, we generated a specified number of offsprings, $o$, each randomly receiving one allele from its mother and one from its father at each locus.

The parameter settings for larger simulated data sets are given: $M$ and $F=30$, $j=10$, $o=40$ and 50, $l=2$, 3, and 4, and $a=10$. Additional computational settings are considered as follows. As mentioned previously, we suggest to adopt the
constructive strategy IMCSP in the construction phase to save the computational time. For diversification reason, we expect to have more replications of RGOA within a fixed computing time by shortening the construction phase. We add a stopping criterion of the maximum number of no-improvement consecutive iterations based on the similarity score in the construction phase and slightly reduce the maximum number of construction iterations to 20. Thus, the construction procedure terminates when whenever stopping criterion is reached first. The results are reported in Table 5, in turn, the number of sibling groups, accuracy (%) and the number of replications within 20 h time limit, and compared to the known sibling relationships. We can still obtain good results in terms of the number of sibling groups and reconstruction accuracy. More accurate reconstruction is obtained when there are more genetic information (i.e., more loci). However, more loci make the problem more complex to solve, which can be seen that the number of replications of RGOA decreases with the complexity of problems because it is more time-consuming to solve for a single solution in the construction phase. Moreover, we compare the performance of the RGOA to IMCS and 2AOM approaches of Chaovalitwongse et al. [17]. The accuracies are reported in Table 6. With proposed randomized perturbation and local search, we obtain better reconstruction accuracies than IMCS. 2AOM can not be solved to obtain the solutions within 20 h time limit. It is shown that our proposed approach is capable of solving larger complex problems effectively.

6. Conclusion and discussion

In this study, we modeled the SRP as a special case of the CCP and developed a new efficient solution approach, called RGOA, algorithm to solve the SRP. The algorithm employs both combinatorics and statistical likelihood concepts to analyze the microsatellite genetic data. To our knowledge, the proposed algorithm is among the first approach to put both statistical and combinatorial concepts together into a single optimization model. The statistical likelihood measure is used as an objective function while the combinatorial concept of the Mendel’s laws is used as a capacity constraint. To practically solve this, large-scale combinatorial optimization problem, RGOA was designed based on the core concept of GRASP. Nevertheless, the difference between the proposed RGOA and GRASP lies on the incorporation of randomness and greediness in the construction phase. In addition, the solution structures of RGOA and GRASP are also different. GRASP uses an explicit evaluation function to assess the quality of solutions directly. For our problem in particular, unlike GRASP, the solution quality is defined by the reconstruction accuracy, which cannot be measured until the end of the final step of RGOA because the actual sibling groups should not be known in practice. The solution quality in RGOA can be implicitly evaluated by similarity scores. We thus employed the cluster selection to find the (possibly best) combination of sibling groups from all possible solutions at the end of construction phase.

RGOA was tested on real biological data sets and larger simulated data sets, and compared with other state-of-the-art SRP methods. The experimental results suggest that RGOA is the most accurate method among all tested methods. In addition, for the data sets with a lot of missing data, RGOA appears to be more robust than other methods. Although RGOA is heuristic-based and cannot guarantee the optimality, the best solution should be the most accurate solution, not the one that maximizes the statistical likelihood measure. More importantly, RGOA is able to provide multiple high-quality solutions so that practitioners can investigate a set of good solutions as opposed to the optimal solution. Note that RGOA is quite demanding in terms of computational time. The stopping criteria are rather too specific on the computational time. In the future, a systematic framework based on the column generation may be considered. Moreover, in practice, the full-sibling reconstruction is limited to monogamous species. New framework for the study of half-sibling reconstruction [49] should be studied. Other biological objectives such as minimizing the parent pairs and inferring higher ordered sibling relationships are worthy to explore in the future.
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